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Abstract—We study the problem of reaching a consensus in the estimates of multiple agents forming a network with time-varying connectivity. Our main focus is on constrained consensus problems where the estimate of each agent is constrained to lie in a different closed convex constraint set. We consider a distributed “projected consensus algorithm” in which the local averaging operation is combined with projection onto the individual constraint sets. This algorithm can be viewed as an alternating projection method with weights that are varying over time and across agents. We study the convergence properties of the projected consensus algorithm. In particular, we show that under an interior point assumption, the estimates of each agent converge to the same vector, which lies in the intersection of the constraint sets.

I. INTRODUCTION

There has been much interest in distributed cooperative control problems, in which several autonomous agents collectively try to achieve a global objective. Most focus has been on the canonical consensus problem, where the goal is to develop distributed algorithms that can be used by a group of agents to reach a common decision or agreement. A widely studied algorithm in the consensus literature, proposed by Tsitsiklis [17] and Tsitsiklis et al. [18], involves at each time step every agent taking a weighted average of its own value with values received from some of the other agents. Despite much work on the consensus problem, the existing literature does not consider problems where the agent values are constrained to take values in a given set. Such constraints are significant in a number of applications including motion planning and alignment problems, where each agent’s position is limited to a certain region or range, and distributed constrained multi-agent optimization problems.

In this paper, we study consensus problems where the values of the agents are constrained. In particular, we assume that the values of each agent is constrained to lie in a nonempty closed convex constraint set. We propose an algorithm where the agents update their values subject to their constraints. More specifically, each agent linearly combines his value with those values received from the neighboring agents and projects the combination on his constraint set. We show that this update rule can be viewed as an alternating projection method where, at each iteration, the values are combined with weights that are varying in time and across agents, and projected on the respective constraint sets.

We provide a convergence analysis for this algorithm by decomposing the evolution of the estimates into two parts: one part involving a time-varying averaging operation (similar to the unconstrained consensus update) and can be represented in terms of transition matrices which is the product of the time-varying weight matrices; the second part involving the error due to projection. This decomposition allows us to represent the evolution of the estimates using linear dynamics and decouples the analysis of the effects of constraints from the convergence analysis of the transition matrices. We show that the transition matrices converge to a rank one matrix at a geometric rate. We also show that under some assumptions the projection error goes to 0. We combine these two facts to show that the agents reach consensus in the limit. We also show that under an additional interior point assumption on the intersection set \( X \), the agent estimates converge to a common vector in \( X \).

In addition to the works cited above, our paper is also related to recent work in providing mathematical models to understand the group behavior and flocking observed in dynamical and biological systems (see Vicsek et al. [19], Jadlabaie et al. [9], Boyd et al. [4], Olfati-Saber and Murray [14], Cao et al. [5], and Olshevsky and Tsitsiklis [15], [16]). These works assume that the agent values can be processed arbitrarily and are unconstrained. Our paper is also related to the recent game-theoretic distributed control paradigm in cooperative networks. In this approach, the agents are endowed with local utility functions that lead to a game form with a Nash equilibrium which is the same as or close to a global optimum. Various learning algorithms can then be used as distributed control schemes that will reach the equilibrium. In a recent paper, Marden et al. [10] used this approach for the consensus problem where agents have constraints on their values. Our paper provides an alternative approach for this problem. Finally, the constrained consensus policy developed in this paper is relevant to the recent distributed multi-agent optimization model presented in Nedić and Ozdaglar [12], [11] for unconstrained problems and can be used to extend this model to constrained optimization problems.

The paper is organized as follows. Section 2 describes the model. In Section 3, we study the convergence behavior of the transition matrices. Section 4 analyzes the projection error. Section 5 contains our main convergence result for the agent estimates. Section 6 contains concluding remarks and
future directions.

Regarding notation, a vector is viewed as a column, unless clearly stated otherwise. We denote by $x_i$ or $[x]_i$ the i-th component of a vector $x$. When $x_i \geq 0$ for all components $i$ of a vector $x$, we write $x \geq 0$. We denote the nonnegative orthant by $\mathbb{R}_+^n$, i.e., $\mathbb{R}_+^n = \{ x \in \mathbb{R}^n \mid x \geq 0 \}$. We write $x^T$ to denote the transpose of a vector $x$. The scalar product of two vectors $x, y \in \mathbb{R}^m$ is denoted by $x^T y$. We use $\|x\|$ to denote the standard Euclidean norm, $\|x\| = \sqrt{x^T x}$. A vector $a \in \mathbb{R}^m$ is said to be a stochastic vector when its components $a_j, j = 1, \ldots, m$, are nonnegative and their sum is equal to 1, i.e., $\sum_{j=1}^m a_j = 1$. A set of vectors $\{a_i\}_{i \in \{1, \ldots, m\}}$ is said to be doubly stochastic when each $a_i$ is a stochastic vector and $\sum_{i=1}^m a_j^i = 1$ for all $j \in \{1, \ldots, m\}$. A square $m \times m$ matrix $A$ is said to be a stochastic matrix when each row of $A$ is a stochastic vector. A square $m \times m$ matrix $A$ is said to be doubly stochastic when both $A$ and $A^T$ are stochastic matrices. We write $\text{dist}(\bar{x}, X)$ to denote the standard Euclidean distance of a vector $\bar{x}$ from a set $X$, i.e.,

$$\text{dist}(\bar{x}, X) = \inf_{x \in X} \|\bar{x} - x\|.$$ 

We use the notation $P_X(\bar{x})$ to denote the projection of a vector $\bar{x} \in \mathbb{R}^n$ to a nonempty closed convex set $X$, i.e.,

$$P_X(\bar{x}) = \arg \min_{x \in X} \|\bar{x} - x\|.$$ 

II. MODEL

We consider a set of agents denoted by $V = \{1, \ldots, m\}$. We assume that agent $i$ has a nonempty closed convex constraint set $X_i$. We assume a slotted-time system, and we denote by $x^i(k)$ the vector estimate stored by agent $i$ at time slot $k$.

The agents exchange and update their estimates as follows:

To generate the estimate at time $k+1$, agent $i$ forms a convex combination of its estimate $x^i(k)$ with the estimates received from other agents at time $k$, and takes the projection of this vector on the constraint set $X_i$. More specifically, the new estimate stored by agent $i$ at time $k+1$ is generated according to the following relation:

$$x^i(k+1) = P_{X_i} \left[ \sum_{j=1}^m a^j_i(k) x^j(k) \right],$$

where the vector $a^i = (a^1_i, \ldots, a^m_i) \in \mathbb{R}_+^m$ is a vector of weights and $P_{X_i}$ denotes the projection on the set $X_i$.

This update rule has similarities with the classical alternating or cyclic projection methods studied in the optimization literature. The goal of the alternating projection method is, given a collection of closed and convex sets $\{X_i\}_{i \in \mathcal{I}}$, to find a vector in the intersection of these sets, $X = \bigcap_{i \in \mathcal{I}} X_i$. Alternating projection methods generate a sequence of vectors by projecting iteratively on the sets (either cyclically or with some given order), see Figure 1(a). The convergence behavior of these methods has been established by Von Neumann [13] and Aronszajn [1] for the case when the $X_i$ are affine sets; and by Gubin, Polyak, and Raik [8] when the $X_i$ are closed convex sets. Gubin, Polyak, and Raik [8] also provide convergence rate results for a particular form of alternating projection method. Similar rate results under different assumptions were also provided by Deutsch [6] and Deutsch and Hundal [7].

The constrained consensus algorithm [cf. Eq. (1)] generates a sequence of iterates for each agent as follows: at iteration $k$, agent $i$ first forms a linear combination of the agent values using different weight vectors $a^i(k)$. Then, this combination is projected onto the constraint sets $X_i$ of the agents to yield the iterates at iteration $k+1$. Therefore, the constrained consensus algorithm can be viewed as an alternating projection algorithm, where the iterates are combined with weights that are varying over time and across agents and then projected on individual constraint sets.

Following Blondel et al. [3], we adopt the following assumption on the weight vectors $a^i(k), i \in \{1, \ldots, m\}$.

Assumption 1: (Weights Rule) There exists a scalar $\eta$ with $0 < \eta < 1$ such that for all $i \in \{1, \ldots, m\}$.

(i) $a^i(k) \geq \eta$ for all $k \geq 0$.

(ii) If $a^i_j(k) > 0$, then $a^i_j(k) \geq \eta$.

This assumption states that agents at each iteration give significant weights to their own estimates and to the estimates of their neighbors. The next assumption imposes stochasticity assumptions on the weight vectors.

Assumption 2: (Doubly Stochastic Weights) The vectors $a^i(k) = (a^1_i, \ldots, a^m_i)$ satisfy:

(a) $\sum_{j=1}^m a^j_i(k) = 1$ for all $i$ and $k$, i.e., the vectors $a^i(k)$ are stochastic.

(b) $\sum_{i=1}^m a^i_j(k) = 1$ for all $j$ and $k$. We also impose some rules on the information exchange. At each update time $t_k$, the information exchange among the agents may be represented by a directed graph $(V, E_k)$ with the set $E_k$ of directed edges given by

$$E_k = \{ (i, j) \mid a^j_i(k) > 0 \}.$$ 

Note that, by Assumption 1(a), we have $(i, i) \in E_k$ for each agent $i$ and all $k$. Also, we have $(j, i) \in E_k$ if and only if
agent $i$ receives the information $x^j$ from agent $j$ in the time interval $(t_k, t_{k+1})$.

We next formally state the connectivity assumption on the system. This assumption ensures that the information state of any agent $i$ influences the information state of any other agent infinitely often in time.

**Assumption 3:** (Connectivity) The graph $(V, E_{\infty})$ is connected, where $E_{\infty}$ is the set of edges $(j, i)$ representing agent pairs communicating directly infinitely many times, i.e.,

$$E_{\infty} = \{(j, i) \mid (j, i) \in E_k \text{ for infinitely many indices } k \}.$$ 

We also adopt an additional assumption that the intercommunication intervals are bounded for those agents that communicate directly. This is stated in the following.

**Assumption 4:** (Bounded Intercommunication Interval) There exists an integer $B \geq 1$ such that for every $(j, i) \in E_{\infty}$, agent $j$ sends his/her information to the neighboring agent $i$ at least once every $B$ consecutive time slots, i.e., at time $t_k$ or at time $t_{k+1}$ or . . . or (at latest) at time $t_{k+B-1}$ for any $k \geq 0$.

### III. Transition Matrices

We introduce matrices $A(s)$, whose $i$-th column is the vector $a^i(s)$, and for all $s$ and $k$ with $k \geq s$, the matrices

$$\Phi(k, s) = A(s)A(s+1) \cdots A(k-1)A(k),$$

where

$$\Phi(k, k) = A(k) \quad \text{for all } k.$$ 

We will use these matrices to define the evolution of the agent estimates (see Section IV). The convergence properties of these matrices as $k \to \infty$ have been studied in previous work (see [17], [9], [20]). Recent work [11], [12] has provided explicit convergence rate estimates for these matrices presented in the following.

**Proposition 1:** (Nedić and Ozdaglar [11], [12]) Let Weights rule, Doubly Stochastic Weights, Connectivity, Bounded Intercommunication Interval assumptions hold [cf. Assumptions 1, 2, 3, 4]. We then have:

(a) The limit matrices $\Phi(s) = \lim_{k \to \infty} \Phi(k, s)$ are doubly stochastic and correspond to a uniform steady state distribution for all $s$, i.e.,

$$\Phi(s) = \frac{1}{m} ee^t \quad \text{for all } s.$$ 

(b) The entries $[\Phi(k, s)]^i_j$ converge to $\frac{1}{m}$ as $k \to \infty$ with a geometric rate uniformly with respect to $i$ and $j$, i.e., for all $i, j \in \{1, \ldots, m\}$, and $s, k$ with $k \geq s$,

$$\left| [\Phi(k, s)]^i_j - \frac{1}{m} \right| \leq 2 \frac{1+\eta^{-B_0}}{1-\eta^{-B_0}} \left(1-\eta^{-B_0}\right)^{\frac{k-s}{B_0}},$$

where $\eta$ is the lower bound of Assumption 1, $B_0 = (m-1)B$, $m$ is the number of agents, and $B$ is the intercommunication interval bound of Assumption 4.

The geometric rate estimate will be used in studying the convergence of the estimates $\{x^i(k)\}$ in Section V.

### IV. Projection Error

We write the update rule in Eq. (1) as

$$x^i(k+1) = \sum_{j=1}^{m} a^i_j(k)x^j(k) - e^i(k),$$

where $e^i(k)$ represents the error due to projection given by

$$e^i(k) = \sum_{j=1}^{m} a^i_j(k)x^j(k) - P_{X} \left( \sum_{j=1}^{m} a^i_j(k)x^j(k) \right).$$

For notational convenience, let $w^i(k)$ denote

$$w^i(k) = \sum_{j=1}^{m} a^i_j(k)x^j(k),$$

i.e., $x^i(k+1) = P_{X} \left( w^i(k) \right)$. Hence the projection error $e^i(k)$ is given by

$$e^i(k) = w^i(k) - x^i(k+1).$$

In this section, we study the convergence behavior of the error sequences $\{e^i(k)\}$ under Assumption 2. The following lemma presents a standard relation about the projection error which will be key in subsequent analysis.

**Lemma 1:** Let $X$ be a nonempty closed convex subset of $\mathbb{R}^n$ and $w$ be a vector in $\mathbb{R}^n$. We have for all $x \in X$,

$$\|w - P_{X}(w)\|^2 \leq \|w - x\|^2 - \|P_{X}(w) - x\|^2.$$ 

**Proof:** By the Projection Theorem (see [2] Proposition 2.2.1), we have the following relation:

$$(w - P_{X}(w))^{\prime}(P_{X}(w) - x) \geq 0 \quad \text{for all } x \in X.$$ 

Let $x$ be a vector that belongs to $X$, which is nonempty by assumption. We have

$$\|w - x\|^2 = \|w - P_{X}(w) + P_{X}(w) - x\|^2$$

$$= \|w - P_{X}(w)\|^2 + \|P_{X}(w) - x\|^2$$

$$+ 2(w - P_{X}(w))^{\prime}(P_{X}(w) - x)$$

$$\geq \|w - P_{X}(w)\|^2 + \|P_{X}(w) - x\|^2,$$

where the inequality follows from Eq. (5).
This relation is illustrated in Figure IV. The following lemma shows that under some assumptions, the error associated with the projection $e^i(k)$ goes to 0 as $k$ goes to infinity.

**Lemma 2:** Assume that the intersection $X = \cap_{i=1}^m X_i$ is nonempty. Let Doubly Stochastic Weights Assumption hold (cf. Assumption 2). We have

$$\lim_{k \to \infty} e^i(k) = 0 \quad \text{for all } i.$$

**Proof:** Since $x_i(k+1) = P_{X_i}(w_i(k))$ for all $i$ and $k \geq 0$, using the nonexpansive property of the projection operation, we have

$$\|x^i(k+1) - x\| \leq \|w^i(k) - x\| \quad \text{for all } x \in X_i, \text{ all } i \text{ and } k.$$

Summing the preceding relation over all $i \in \{1, \ldots, m\}$ yields for all $k$

$$\sum_{i=1}^m \|x^i(k+1) - x\| \leq \sum_{i=1}^m \|w^i(k) - x\| \quad \text{for all } x \in \cap_{i=1}^m X_i,$$

By Doubly Stochastic Weights Assumption (cf. Assumption 2), for all $k$, $w^i(k)$ is a convex combination of the $x^i(k)$. Therefore, we have for all $x \in X$,

$$\|w^i(k) - x\| = \left\| \sum_{j=1}^m a^i_j (k) x^j(k) - x \right\| = \left\| \sum_{j=1}^m a^i_j (k) [x^j(k) - x] \right\|,$$

where the second equality holds by the assumption that $\sum_{j=1}^m a^i_j (k) = 1$ for all $i$ and $k \geq 0$. Summing the preceding relation over all $i$ yields

$$\sum_{i=1}^m \|w^i(k) - x\| \leq \sum_{i=1}^m \sum_{j=1}^m a^i_j (k) \|x^j(k) - x\| = \sum_{j=1}^m \|x^j(k) - x\|,$$

where the equality holds by the assumption that $\sum_{j=1}^m a^i_j (k) = 1$ for all $j$ and $k \geq 0$.

Let $\bar{x}$ be a vector in the set $X$. We define the sequence $\rho(k)$ as

$$\rho(2k) = \sum_{i=1}^m \|x^i(k) - \bar{x}\|, \quad \rho(2k+1) = \sum_{i=1}^m \|w^i(k) - \bar{x}\|.$$

Using the relations in (6) and (7) for $x = \bar{x}$, it follows that the sequence $\rho(k)$ is nonincreasing. Since it is bounded from below, it has a limit, implying that

$$\lim_{k \to \infty} \sum_{i=1}^m \|w^i(k) - \bar{x}\| - \|x^i(k+1) - \bar{x}\| = 0. \quad \text{(8)}$$

Using Lemma 1 with the substitution $w = w^i(k)$, $x^i(k+1) = P_{X_i}(w^i(k))$ and $x = \bar{x} \in \cap_{i=1}^m X_i$, we have for all $i$ and $k \geq 0$,

$$\|w^i(k) - x^i(k+1)\|^2 \leq \|w^i(k) - \bar{x}\|^2 - \|x^i(k+1) - \bar{x}\|^2.$$

Summing this relation over all $i$, we obtain

$$\sum_{i=1}^m \|w^i(k) - x^i(k+1)\|^2 \leq \sum_{i=1}^m \|w^i(k) - \bar{x}\|^2 - \sum_{i=1}^m \|x^i(k+1) - \bar{x}\|^2. \quad \text{(9)}$$

We rewrite the preceding relation as

$$\sum_{i=1}^m \|w^i(k) - x^i(k+1)\|^2 \leq \sum_{i=1}^m \left(\|w^i(k) - \bar{x}\| - \|x^i(k+1) - \bar{x}\|\right) \left(\|w^i(k) - \bar{x}\| + \|x^i(k+1) - \bar{x}\|\right) \leq \sum_{i=1}^m \left(\|w^i(k) - \bar{x}\| - \|x^i(k+1) - \bar{x}\|\right) \sum_{i=1}^m \left(\|w^i(k) - \bar{x}\| + \|x^i(k+1) - \bar{x}\|\right),$$

where the second inequality follows by the fact that $\|w^i(k) - \bar{x}\| - \|x^i(k+1) - \bar{x}\| \geq 0$ for all $i$ [cf. Eq. (6)], and the relation $\sum_{i=1}^m c_i d_i \leq \sum_{i=1}^m c_i \sum_{i=1}^m d_i$ for any scalars $c_i \geq 0$, $d_i \geq 0$. Since the sequence $\{\rho(k)\}$ is nonincreasing, we can bound the second term on the right-hand-side of the above relation by $2 \sum_{i=1}^m \|x^i(0) - \bar{x}\|$. Hence, we have

$$\sum_{i=1}^m \|w^i(k) - x^i(k+1)\|^2 \leq \sum_{i=1}^m \left(\|w^i(k) - \bar{x}\| - \|x^i(k+1) - \bar{x}\|\right) 2 \sum_{i=1}^m \|x^i(0) - \bar{x}\|.$$

Taking the limit as $k \to \infty$ in the preceding and using Eq. (8), this implies that

$$\lim_{k \to \infty} \sum_{i=1}^m \|w^i(k) - x^i(k+1)\|^2 = 0.$$

This establishes that $\|x^i(k+1) - \bar{x}\| = \|e^i(k)\|$ converges to 0, showing the desired result.

**V. CONVERGENCE ANALYSIS**

Exploiting the linearity of the update relation (1), we write the estimates $x^i(k+1)$ in terms of the transition matrices $\Phi(k,s)$ (see Section III). Recall that these matrices are defined as follows: Let $A(s)$ be a matrix whose $i$-th column is the vector $a^i(s)$, and the matrices $\Phi(k,s)$ be defined by

$$\Phi(k,s) = A(s)A(s+1) \cdots A(k-1)A(k),$$

where

$$\Phi(k,k) = A(k) \quad \text{for all } k.$$

We use these matrices to relate $x^i(k+1)$ to the estimates $x^i(s)$ at time $s \leq k$. In particular, this yields the following relation:

$$x^i(k+1) = \sum_{j=1}^m [\Phi(k,s)]^j_i x^j(s) - \sum_{r=s+1}^k \left(\sum_{j=1}^m [\Phi(k,r)]^j_i e^j(r-1)\right) - e^i(k). \quad \text{(10)}$$

To analyze the preceding model, we consider a related model where after some time, the agents stop projecting on
the local constraint sets, i.e., after some time, the errors \( e^i(k) \) are equal to 0. More specifically, assume that agents stop projecting after some time \( k \geq s + 1 \), so that
\[
e^i(k) = 0 \quad \text{for all } i \text{ and all } k \text{ with } k \geq \hat{k}.
\]

Let \( \hat{x}^i(k) \), \( i = 1, \ldots, m \), be the sequence of estimates generated by this model. Then by using the preceding relation, we have for all \( i \),
\[
\hat{x}^i(k) = x^i(k) \quad \text{for all } k \leq \hat{k},
\]
and
\[
\hat{x}^i(k) = \sum_{j=1}^{m} [\Phi(k-1, s)]^i_j x^i(s) - \sum_{r=s+1}^{k} \left( \sum_{j=1}^{m} [\Phi(k-1, r)]^i_j e^i(r-1) \right)
\]
for all \( k > \hat{k} \).

By letting \( k \to \infty \) and by using Lemma 1(b), we see that the limit vector \( \lim_{k \to \infty} \hat{x}^i(k) \) exists. Furthermore, the limit vector does not depend on \( i \), but does depend on \( \hat{k} \). We denote this limit by \( y(\hat{k}) \), i.e.,
\[
\lim_{k \to \infty} \hat{x}^i(k) = y(\hat{k}).
\]
By Eq. (11), we have for all \( k \geq s + 1 \)
\[
y(\hat{k}) = \frac{1}{m} \sum_{j=1}^{m} x^i(s) - \frac{1}{m} \sum_{r=s+1}^{k} \left( \sum_{j=1}^{m} e^i(r-1) \right).
\]
Note that this relation holds for any \( \hat{k} \), so we may re-index these relations by using \( k \), and thus obtain
\[
y(k) = \frac{1}{m} \sum_{j=1}^{m} x^i(s) - \frac{1}{m} \sum_{r=s+1}^{k} \left( \sum_{j=1}^{m} e^i(r-1) \right).
\]
We next show that agent values "reach consensus" in the limit under some assumptions. This is formally stated in the following.

Proposition 2: (Consensus) Let Weights Rule, Doubly Stochastic Weights, Connectivity, and Bounded Intercommunication Interval assumptions hold [cf. Assumptions 1, 2, 3, and 4]. We then have:
\[
\lim_{k \to \infty} \left( x^i(k) - y(k) \right) = 0 \quad \text{for all } i.
\]

Proof: By Lemma 2, it follows that \( e^i(k) \to 0 \) as \( k \to \infty \) for all \( i \). Therefore, for any \( \epsilon > 0 \), we can choose some integer \( s \) such that \( ||e^i(k)|| \leq \epsilon \) for all \( k \geq s \) and \( i \). Using the relations in Eqs. (10) and (12), we obtain for all \( i \) and \( k \geq s + 1 \)
\[
||x^i(k) - y(k)||
\]
The next lemma provides an error bound relating the distance of the iterates to set \( X \) with the sum of distances of iterates to each set under the Interior Point Assumption.

**Lemma 3:** Let Doubly Stochastic Weights and Interior Point assumptions hold (cf. Assumptions 2 and 5). For all \( i \), let \( \{x^i(k)\} \) be generated by the update rule (1) and \( \{w^i(k)\} \) be given by Eq. (4). For all \( k \geq 0 \), we have

\[
\sum_{j=1}^{m} \text{dist}(w^j(k), X) \leq \sum_{j=1}^{m} \|w^j(k) - x^j(k+1)\| + R \sum_{j=1}^{m} \|w^j(k+1) - x^j(k+2)\| + R \sum_{j=1}^{m} \|w^j(k+1) - \frac{1}{m} \sum_{i=1}^{m} w^i(k+1)\|
\]

where the constant \( R \) is given by

\[
R = \frac{1}{\delta} \sum_{i=1}^{m} \|x^i(0) - \bar{x}\|
\]

with \( \bar{x} \) and \( \delta \) given in Assumption 5.

**Proof:** For a fixed \( k \), we let \( y \) denote \( y = \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \), and let \( \epsilon \) be given by

\[
\epsilon = \sum_{j=1}^{m} \text{dist}(y, X_j).
\]

We define the vector

\[
z = \frac{\epsilon}{\epsilon + \delta} \bar{x} + \frac{\delta}{\epsilon + \delta} y.
\]

We first show that the vector \( z \) belongs to the intersection \( X = \cap_{i=1}^{m} X_i \). To see this, note that for all \( i \), we can write \( z \) as

\[
z = \frac{\epsilon}{\epsilon + \delta} \left( \bar{x} + \frac{\delta}{\epsilon} (y - P_{X_i}(y)) \right) + \frac{\delta}{\epsilon + \delta} P_{X_i}(y).
\]

By the definition of \( \epsilon \) [cf. Eq. (13)], it follows that \( \|y - P_{X_i}(y)\| \leq \epsilon \), implying by the Interior Point Assumption (cf. Assumption 5) that the vector \( \bar{x} + \frac{\delta}{\epsilon} (y - P_{X_i}(y)) \) belongs to set \( X \), and therefore to set \( X_i \). Since \( z \) is the convex combination of two vectors in the set \( X_i \), it follows by the convexity of \( X_i \) that \( z \in X_i \). The preceding argument can be repeated for all \( i \), showing that \( z \in X \).

Using the fact that \( z \in X \), we can write for all \( i \)

\[
\text{dist}(w^i(k), X) \leq \|w^i(k) - z\| \leq \|w^i(k) - y\| + \|y - z\|,
\]

where \( y = \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \). Using the definition of the vector \( z \), this implies

\[
\text{dist}(w^i(k), X) \leq \left\| w^i(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| + \frac{\epsilon}{\epsilon + \delta} \left\| \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) - \bar{x} \right\|
\]

\[
\leq \left\| w^i(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| + \frac{\epsilon}{\delta} \frac{1}{m} \sum_{i=1}^{m} \|x^i(k+1) - \bar{x}\|
\]

Since \( \bar{x} \in X \), the sequence \( \left\{ \sum_{i=1}^{m} \|x^i(k+1) - \bar{x}\| \right\} \) is a nonincreasing sequence (see the proof of Lemma 2). Therefore, we have \( \sum_{i=1}^{m} \|x^i(k+1) - \bar{x}\| \leq \sum_{i=1}^{m} \|x^i(0) - \bar{x}\| \) for all \( k \). Defining the constant \( R = \frac{1}{\delta} \sum_{i=1}^{m} \|x^i(0) - \bar{x}\| \) and substituting in the preceding relation, we obtain

\[
\text{dist}(w^h(k), X) \leq \left\| w^h(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| + \frac{R}{m} \epsilon
\]

\[
\leq \left\| w^h(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| + \frac{R}{m} \sum_{j=1}^{m} \text{dist}(y, X_j),
\]

where the second inequality follows by using the definition of \( \epsilon \) in (13).

By the Doubly Stochastic Weights assumption, i.e., \( \sum_{i=1}^{m} a_j(i+1) = 1 \) for all \( j \), we have

\[
\frac{1}{m} \sum_{i=1}^{m} w^i(k+1) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} a_j(i+1) x^j(k+1) = \frac{1}{m} \sum_{i=1}^{m} x^i(k+1).
\]

This implies that \( y = \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) = \frac{1}{m} \sum_{i=1}^{m} w^i(k+1) \). Combining these relations we obtain
\[ \text{dist}(w^h(k), X) \leq \left\| w^h(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| \]
\[ + \frac{R}{m} \sum_{j=1}^{m} \left\| \frac{1}{m} \sum_{i=1}^{m} w^i(k) - x^j(k+1) - x^j(k+2) \right\| \]
\[ \leq \left\| \frac{1}{m} \sum_{i=1}^{m} w^i(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k+1) \right\| \]
\[ + \left\| w^h(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| \]
\[ + \frac{R}{m} \sum_{j=1}^{m} \left\| w^j(k+1) - x^j(k+2) \right\| \]
\[ + \frac{R}{m} \sum_{j=1}^{m} \left\| \frac{1}{m} \sum_{i=1}^{m} w^i(k+1) - w^j(k+1) \right\| . \]

Summing the preceding relation over all \( h \in \{1, \ldots, m\} \) yields
\[ \sum_{j=1}^{m} \text{dist}(w^j(k), X) \]
\[ \leq \sum_{j=1}^{m} \left\| w^j(k) - x^j(k+1) \right\| \]
\[ + R \sum_{j=1}^{m} \left\| w^j(k+1) - x^j(k+1) - x^j(k+2) \right\| \]
\[ + \sum_{j=1}^{m} \left\| w^j(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| \]
\[ + R \sum_{j=1}^{m} \left\| w^j(k+1) - \frac{1}{m} \sum_{i=1}^{m} w^i(k+1) \right\| , \]

completing the proof.

The next proposition contains our main convergence result.

**Proposition 3:** Let Weights Rule, Doubly Stochastic Weights, Connectivity, and Bounded Intercommunication Interval assumptions hold [cf. Assumptions 1, 2, 3, and 4]. Let also Interior Point Assumption hold [cf. Assumption 5]. For all \( i \), let \( \{x^i(k)\} \) be generated by the update rule (1). We then have:
\[ \lim_{k \to \infty} x^i(k) = \bar{x} \quad \text{for all } i, \]
where \( \bar{x} \) is a vector in \( X \).

**Proof:** Let \( \{w^i(k)\} \) be defined as in Eq. (4), i.e., \( w^i(k) = \sum_{j=1}^{m} a^j_i(k) x^j(k) \). By Lemma 3, we have
\[ \sum_{j=1}^{m} \text{dist}(w^j(k), X) \]
\[ \leq \sum_{j=1}^{m} \| e^j(k) \| + m \| e^j(k+1) \| \]
\[ + \sum_{j=1}^{m} \left\| w^j(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| \]
\[ + R \sum_{j=1}^{m} \left\| w^j(k+1) - \frac{1}{m} \sum_{i=1}^{m} w^i(k+1) \right\| , \]

where \( e^j(k) \) is the projection error, i.e., \( e^j(k) = w^j(k) - x^j(k+1) \). We can rewrite the third term on the right-hand-side of the preceding relation as
\[ \sum_{j=1}^{m} \left\| w^j(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| \]
\[ \leq \sum_{j=1}^{m} \left\| w^j(k) - y(k) \right\| + \left\| y(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| , \]

where \( y(k) \) is given by Eq. (12). Using the relations
\[ \sum_{j=1}^{m} \left\| w^j(k) - z \right\| \leq \sum_{j=1}^{m} \| x^j(k) - z \| \quad \text{for all } z \in \mathbb{R}^n, \]

and \( \frac{1}{m} \sum_{i=1}^{m} x^i(k) = \frac{1}{m} \sum_{i=1}^{m} x^i(k) \) (which follow by the Doubly Stochastic Weights Assumption), Eq. (17) implies that
\[ \sum_{j=1}^{m} \left\| w^j(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| \]
\[ \leq \sum_{j=1}^{m} \| x^j(k) - y(k) \| + \left\| y(k) - \frac{1}{m} \sum_{i=1}^{m} x^i(k) \right\| . \]

Combined with Proposition 2, it follows from this relation that
\[ \lim_{k \to \infty} \sum_{j=1}^{m} \left\| w^j(k) - \frac{1}{m} \sum_{i=1}^{m} w^i(k) \right\| = 0. \]

A similar argument shows that the fourth term on the right-hand-side of Eq. (15) also goes to 0 as \( k \to \infty \). Combined with the fact that \( e^i(k) \) goes to 0 as \( k \to \infty \) (cf. Lemma 2), Eq. (15) implies that
\[ \lim_{k \to \infty} \sum_{j=1}^{m} \text{dist}(w^j(k), X) = 0. \]

Since the sequence \( \left\{ \sum_{i=1}^{m} \left\| w^i(k) - x \right\| \right\} \) is nondecreasing for all \( x \in X \) (see the proof of Lemma 2), it follows that the sequence \( \{w^i(k)\} \) is bounded for all \( i \). Let \( \tilde{w} \) be a limit point of the sequence \( \{w^i(k)\} \). Since \( \|w^i(k) - w^j(k)\| \to 0 \) as \( k \to \infty \) for all \( j \neq i \) (cf. Proposition 2), we have that \( \tilde{w} \) is also a limit point of the sequence \( \{w^j(k)\} \) for all \( j \neq i \). By Eq. (18), we have \( \tilde{w} \in X \). Because \( \tilde{w} \in X \), it follows that the sequence \( \sum_{i=1}^{m} \| w^i(k) - \tilde{w} \| \) is nonincreasing. Since along some subsequence \( w^i(k) \to \tilde{w} \) for all \( i \), this implies that
\[ \lim_{k \to \infty} \sum_{j=1}^{m} \text{dist}(w^j(k), X) = 0 \quad \text{for all } i. \]

Since \( x^i(k+1) = P_X(w^i(k)) \), this implies that \( x^i(k) \to \tilde{w} \in X \) for all \( i \), completing the proof.
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VII. CONCLUSIONS

We studied the constrained consensus problem where agent \( i \)'s estimate is constrained to be in a closed convex set \( X_i \). We presented a distributed constrained consensus algorithm and studied its convergence properties. We showed that the agent values reach consensus asymptotically as the number of iterations goes to infinity. Under an interior point assumption on the intersection set \( X = \cap_{i=1}^{m} X_i \), we proved that each of the agent estimates converge to the same limit, which belongs to set \( X \). Future work includes analyzing the convergence rate of this algorithm and incorporating optimization of different objective functions into the constrained consensus model.
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