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Abstract—Reliable transmission of a discrete memoryless a joint source-channel coding generalization of the otassi
source over a multiple-relay network is considered. Motivéed by relay network problem.
sensor network applications, it is assumed that the relaysra the In this model the transmission protocols need to exploit the
destination all have access to side information correlatedith the ilability of the side inf fi t th i K termi
underlying source signal. Joint source-channel cooperate trans- availabiiity ot the siae intormation at the ne_ W_0r ermma
mission is studied in which the relays help the transmissiorof @s Well as the overheard channel transmissions. Note that
the source signal to the destination by using both their ovéreard the classical channel cooperation ignores the side infooma
signals, as in the classical channel cooperation scenariand the gt the terminals. However, this can lead to a significant
available correlated side information. Decode-and-forwed (DF) performance loss depending on the scenario. Consider, for

based cooperative transmission is considered in a networkfo | inal | h i hich the side inf fi
multiple relay terminals and two different achievability schemes éxampie, a single relay channel in whic € side intornmatio

are proposed: |) a regu|ar encoding and S|iding_window demﬁng at the relay iS identical to the source Output. In th|S case th
scheme with no binning at the encoder, and ii) a semi-regular relay can cooperate with the source terminal to form a nleltip
encoding and backward decoding scheme with explicit binnig  antenna array even if there exists no channel from the source
based on the side information statistics. It is shown that bth of - minal to the relay.

these schemes lead to the same sufficiency conditions, whiate Several channel coding techniques have been proposed for
shown to be also necessary in the case of a physically degrade
relay network in which the side information signals are also the relay channel [1]. Here, we focus on the decode-and-
degraded in the same order. forward (DF) protocol and propose multiple-relay extensio
that exploit the side information at the relays and the desti
nation. In the DF protocol, the relays decode the underlying
A relay network consists of a source-destination pair andessage, and cooperate with the source terminal to forward i
dedicated relay terminals that help the transmission of-mde the destination. While not optimal in general, DF achgeve
sages from the source to the destination. The classicaf retapacity in a physically degraded relay channel [1].
channel model [1] focuses on the maximum channel codingThe protocols in the literature for DF relaying are catego-
rate that can be achieved with arbitrarily small probapilitrized based on the codebook sizes and the decoding strategy.
of error. The relay channel has been the subject of stutiyegular encoding and successive decodjh}y the relay and
from many different perspectives; however, most papermssoche source codebooks have different sizes and the destinati
solely on the channel coding aspects of relaying motivategplies successive decoding.regular encoding and sliding-
by the improvement in the capacity, reliability or coverageindow decodingintroduced in [2], the source and the relay
extension provided by the relay terminal. However, in sonmdebooks have the same size and the destination decodes
applications such as sensor networks, the relays might haach source message by using two consecutive channel blocks
partial information about the source message by using th&inally, in regular encoding and backward decodijnigtro-
own sensing capabilities. This additional side informatian duced in [3], the destination waits until all channel blocks
be used to improve the end-to-end system performance. are received, and decodes the messages starting from the las
We consider a network with multiple relays, in which all thélock and going backwards. DF channel coding is extended
terminals in the network have access to their own correlatt@ multiple-relay networks in [4], [5], [6], [7] and [8]. Wls
side information. The goal is the reliable (lossless) maiss [4] and [8] consider irregular encoding, [5] and [6] study an
sion of the underlying discrete memoryless source sigrifieio extension of the regular encoding and sliding window decod-
destination, and the problem is to characterize the minimung scheme, and finally [7] extends the backward decoding
number of channel uses per source symbol, calledsthece- strategy to multiple relays.
channel rate that is required for reliable transmission. This is We propose two differerjbint source-channel cooperation
protocols based on DF relaying. In the first protocol, we
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Fig. 1. lllustration of a relay network with correlated sigdormation.

backward decoding scheme of [7] and applies explicit sourd@&e underlying discrete memoryless (DM) relay channel is
binning. These two protocols achieve the same source-eharoharacterized by the conditional distribution

performance while backward decoding introduces a muclq}/n Yy |ah, a7)
higher end-to-end delay which increases with the number ‘of '’ " ZKFHT02 7t B

relay terminals. We should also remark that the proposed_ r r
protocols are not expected to achieve the optimal perfocman t[[lpyl"”' VicralXos X Wit - Yl o Tice),

in the gene_ral setting since our problem is a gengralizatiwp]erex“ € X, andy,, € ), respectively, are the channel
of the classical relay network problem which remains Opel?lput and output of terminal at timet: and the finite sets;

However, we prove that the proposed DF-based protocQliyy, are the corresponding input and output alphabets.
achieve the optimal source-channel rate in a physically de+ye consider DM independent and identically distributed
graded setting in which both the channel outputs and the sidle  y signals(Sy, . . ., Sx1) which are arbitrarily correlated
information sequences are degraded in the same order.  5ccording to a joint distributiop(so, .. . , sx.1) over a finite

The problem of joint source-channel cooperation has beﬁﬁ)habeﬁ‘o % ---x Sg1. The sequencéSo ;122 is denoted
previously studied for a single relay channel in [9], [10Hang the source sequence whil§; ;}22 |, i :’Jljf.l. K+1is
[11], and for a multiple relay network in [12]. The technigueine side information sequence 7avéﬂable at termifal

proposed in all these works are based on DF relaying withTerminalT, maps its observatiofi” to a channel codeword

different transmission techniques. While semi-regulazoelh ¢ length+ by the encoding functio (mn) . gm _, yn je.
ing and backward decoding with explicit binning at the S@Urcy ., _ (m,n)(Sm) The channel i?\put of the ter?n’inﬂr»’
encoder is proposed in [9], irregular encoding/ successigﬁé)e 9 o’ i

decoding with and without explicit binning is considered in ach time instant, .X,;, depends on the previous channel
j—1 . . . . m .
[11] and [10], respectively. In [12] a regular encodingtiiig utputsY; " and its side informatio®}”. Hence, the terminal

. . . (m,n) (m,n) (m,n)
window decoding scheme with explicit binning is considerez%g?s encoding functionf ={fir"™, - fin”} such

in the multiple-relay setting.

The rest of the paper is organized as follows: In Section I,
we introduce the system model and the problem. The mdisr 1 <¢ < K and1 <t < n.
results of the paper are stated in Section Ill. In Sections IV The decoder at the destination termirigt,; maps the
and V we provide the sketches for the proofs. The paperdbannel outpufr’z  , and its side informatiorty;, ; to the
concluded in Section VI. estimateS’gl by the decoding function

In this paper we denote random variables by capital let- (m,n) . ym m m
ters, sample values by the respective lower case letteds, an g P Vi X Sk = S0 @
alphabets by the respective calligraphic letters. Fog n, i.€., 55 = g™™ (Y, 1, S2. ).
the sequencéXy,...,X,) wil be denoted byX}, while The goal of the network is to transmit the source message
X" will be used for X?. The complement of a certainS™ to the destination terminal. The probability of error is

element X; in a vector X" will be denoted by X¢ £ defined asP{™™ = pr S, #S§

Xi,t - f‘(T,n)(}/i,la ... 7}/1',15717 Szn)a

/L7

(X1, 0, X1, Xig1, -, Xn). Definition 2.1: We say that the source-channel rateis
achievableif, there exist a sequence of encodqﬁg”’"),
Il. PROBLEM SETUP i=0,...,K, and decoderg(™™ with » = 2, such that the

(m.n)

We have a relay network composed &f + 2 terminals probability of error vanishes, i.eP; — 0, asm,n — oo.
(see Fig. 1): terminall, is the source terminal observing Definition 2.2: A discrete memoryless relay network is said
the source signaby, terminalsT; for i = 1,..., K are the to bephysically degradedf
K relay terminals each observing a different correlated side
information signalS;, and terminalT; is the destination Pit1s oYl To, - k)
terminal with its own correlated side information sigisat ;. = P(it1s Yy @i 2i) - (2)



foralli=1,..., K, or equivalently if the source-channel rateis achievable if

(Xo05--s Xic1) = (Y, X4y oo, Xie) = (Yiga, oo, Yiey) H(So|S:) < rI(XE Y V| XK+, (4)
forms a Markov chain foralt =1, ..., K. for all 7 = 1,...,K + 1. Conversely, if source-channel
rate r is achievable, then there exists an input distribution

[1l. M AIN RESULTS . e .
] S ] . p(zo,z1,...,2x) such that (4) is satisfied with: replaced
We state our main results in this section while the sketchgg

of the proofs are included in the following sections. Thetfirs
theorem provides sufficient conditions for achieving a seur Proof: See Section V. u
channel rate of in a relay network. Letr(-) be a permutation IV. PROOFE OFTHEOREM 3.1
on {0,...,K + 1} and definer(i : j) = {w(i),n(i + " o _ ' _
1),...,7(j)}. We also define, for a sef' = {ci,...,c,}, A Regularencoding and sliding window decoding
ne€Zt ande; € Z1, X¢ 2 (X, ..., Xe,)- Fix m andn such that = r. Consider source blocks
Theorem 3.1:For the DM relay network with correlated S§*(b) for b = 1,...,B — K. These will be sent oveB
relay and destination side information, the source-chiarate channel blocks of the channel each consistingzathannel
r is achievable if, forali = 1,..., K + 1, uses. This corresponds to a source-channel ra@gf(B —
K)m which gets arbitrarily closely te as B — oc.
H(SolSx(i)) < 1T(Xn(osiz1) Ve (i) Xniys - Xrer)s () Lor the sake of brevity, here we present the transmission
for some permutationr(-) with 7(0) = 0 andw(K + 1) = scheme for a network with two relays, i.é, = 2. The exten-
K + 1, and some input distributiop(zo, . . ., zx). sion to K > 2 follows similarly. We assume that the message
, ) , - is decoded first byl and then byTy before finally being
We provide two different proofs for the ach|evqb|llt3_/ Ofdecoded by the destinatiof;. The rate can be maximized
Theorem 3.1. Both proofs are based on DF relaying in thge gifferent decoding orders, hence the consideratighef
joint source-channel setting, that is, the source ved&dr permutation in Theorem 3.1.
is decoded in a Iossless.fashion by all the terminal; in theg;, (0, 21, 22) such that (3) holds. We use superposition
n(.at\_/vork.. The first pr_oof IS based on regul_ar encoding a'?ﬂiock Markov encoding, sequential decoding at the relay and
sliding window decoding without explicit binning at the soe sliding window decoding at the destination.
terminal. In this scheme, the typical source outcomes arégq e code generationEnumerate all typical source out-
mapped directly to different channel codewords rather thag .o withs? (wo), wo € [1, M], where M = 2n(H(So)+e),
binning the source outputs prior to channel coding. Eadyrel .o onstitutes the source codebook.
finds the unique source index for which the corresponding shannel code generation:Generate at random/ i.i.d.
source codeword is jointly typical with its side informatiand channel codewordss} (ws), ws € [1, M], each drawn accord-
the corr(_esponding channel cc_)dewords are jointly typicznlh_W_iing to the distribution[ [\, p(zs t)',
the received channel vectors in the preceding blocks. Bhes i For each: (ws), generate at randod/ conditionally i.i.d.

regular coding scheme since all the terminals in the netwoéhannel codewords? (w; [ws) each drawn according to the

use a channel codebook of the same size, i.e., the numbeﬁ@tribution]‘[” (214|720 (w2)) for wr € [1, M].

typical source outputs. e ’
The second coding scheme, which was studied in [9] f%rn

a single relay channel, uses explicit binning at the sourcé

encoder and channel codes of different sizes for each tatmin (27 (wr|we), 5 (w2))

in the network. We call it a semi-regular encoding and back-.,, .. . . n
X ? - with distribution [ [, p(xo,¢ |21, (w1 |w2), 22, (w2)).
ward decoding scheme. The source is compressed (by binnin Llt= ISR ' .
e repeat this code generation process one more time to

for each separate side information signal in the networl, an, . . )
_p ) . g_ . (?,]btaln another independent codebook. These codebooks are
hence a different rate of information is transmitted to eac

user; however, the rate of the channel codes for the termlngf'ed sgquenually for transmission over each channel limck
that have already decoded the message and are cooperating ate independence.
. y ) 9 - COOp 9 ncoding:At channel blocl, forb = 1,..., B, Ty searches
forward it to the next terminal are the same. This is why w; )
: . : . r the source blocls{’(b) within the source codebook. The
call this coding scheme a semi-regular encoding scheme. For . ) o .
. . corresponding index is denoted hy (b), which is set tol if
decoding we use nested backward decoding [7]. :
. L . .the source output does not appear in the codebook. Then
In the following theorem it is shown that the conditions i . ,
ransmlts:cg(wo(bﬂwo(b —1),wo(b — 2)), wherewy(v') =1

Theorem 3.1 are also necessary for a physically degraday refor W <lorb> B—2

network with degraded side information sequences. : . .

Theorem 3.2:For a physically degraded relay network in From the_ de_codlng procedure, which will be pres_ented next,
which the side information sequences also form a Marké\; the beginning .Of blo?lb for b :Ail""’.B’ terminal 7;,
chain given by 1 = 1,2, has estimatesiy(1),...,w,(b — i) of the source

indicesw(1), ..., w(b—1), respectively. We sebj(b—i) =1
So—=S1 = — Sk+1, if b—i < 10orb—i > B—2. Thenin blocky, T} andT5; transmit

Finally, generate M conditionally i.i.d. codewords
(wo|w, we) for each pair of



27 (0§ (b—1)|wd (b—2)) andz} (w3 (b—2)), respectively, where
we setw(b') =1 for b’ < 1.

Decoding: At the end of blockb, b =1,..., B — 2, relay
Ty declaresw}(b) = w if there exists a unique index for
which

(s0' (w), S7"(b)) € Agg,, and
(a (wlig (b — 1), g (b — 2)), (7 (g (b — 1)og (b — 2)),
wy (wy (b —2)), Y" (b)) € A% xyvis
where Ay is the set of typical codewords of length i.i.d.
with marginalpx [13]. Otherwise an error is declared.

Similarly, relay T; at the end of block, declaresiw (b —
1+ 1) = w if there exists a unique index for which

(s6"(w), S"(b—i+1)) € AG%, (5)
and (6) on the next page is satisfied forak=0,1,...,7—1.

An error is declared if no or more than one such index
found.
Analysis of probability of error: We find the probability of

error atT}, in block b, denoted byP?, assuming that there is nointo B2 lengthsm blocks siBzm

error in the previous blocks, i.aik (b’ —k—1) = w(V —k+1)
forall k=1,2,3 andd’ <b— 1.

Each terminall;, : = 1,2, 3, for b > ¢ declaresw; (b — ¢ +
1) = w if there exists a unique index that jointly satisfies
the joint typicality conditions in (5) and (6) for all the ldks
j=0,1,..
blocks are correct, i.ew /(b — i) = wo(b — i) for all
j=0,1,...,i—1.

The probability that the correct index;(b — i + 1) does
not satisfy (5) or (6) forj = 0,1,...,i — 1 can be made
arbitrarily small by increasingn andn. On the other hand,
the probability of an incorrect index satisfying (6) is appr

Source code generatiorCorresponding to each termirig},
for i = 1,2,3, we consider); = 2mH(515:) pins, called the
T; bins. All typical source outcomesg® € T are partitioned
randomly and uniformly into these bins, independently for
each side information sequence, i.e., the distributioa i
bins for S; is independent of the distribution intd/; bins
for S; wheni # j. These bin indices, made available to all
terminals, form the source codebook.

Channel code generation: For the channel codebook,
generateM; codewordsz} (js) for js € [1, M3] i.i.d. with
p(x5(j3)) = I p(z2,.) and index them as} (j3). For each
x5 (js), generateM, conditionally independent codewords
2 (jaljs), j2 € [1,Ma], with probability p(a7 |25 (js) =
I p(x1 ¢]z2,:(j3)) and index them as?y (jz|j3). Similarly
generate the codebook of siad; for each possible combi-
nation of (z7 (j2|43), 25 (43)), and index them as? (j1|j2, js)
with J1 € [1,M1].
is Encoding: Consider a source sequen6§2m of length
B*m. Partition this sequence int@> portions, si, b =
1,...,B2. Similarly, partition the side information sequences
[$7%, .-, 87'pe] foOr i
1,2,3. We will transmit a total ofB?m source samples over
a total of (B + 1)?n channel uses. For any fixdah, n) with
n rm, we can achieve a rate arbitrarily close toby
increasingB, i.e., B ~ n

B2?m m T

In block 1, T, observessi’;,. An error is declared ifsg*,

., — 1 assuming that the estimates of the previoys not typical. For a typical source outcome, it finds the

correspondingly bin indexw; 1 € [1, M;]. It transmits the
channel codeword{} (w; 1/1,1). The relaysTy andT» simply
transmitz}(1]1) andx4 (1), respectively. The bin index of the
jth block of the typical source output sequence with respect t
T; bins is denoted by, ;. In block2, T, transmits the channel
codeword xj (we,1|ws 2,1). The relaysT; and T» transmit

imately 2~/ (Xi—j-1¥ilXi=j..X2)Using the union bound, 2t (wl ,|1) and x4 (1), respectively, whereb! , is the 75 bin

the probability of an incorrect index satisfying the typiga
conditions (5) and (6) for alj = 0,1,...,7i — 1, can be
bounded above by

(2mM _ 1)27mI(S;Si)27nI(X(§7] ;Yi‘X?)’

which can be made arbitrarily small by fixing = rm and
letting m — oo since (3) holds.

B. Semi-regular encoding and backward decoding

index estimate of{’(1) at the relayT;.

In the following blocksb = 2,..., B, the source terminal
transmits the channel codeword; (wy, 1|wp—1,2,1) where
wp; € [1, M;]. In block B + 1, Ty transmitszy (1|we, g, 1).

The first relayT’ estimates the source blogk’, _, at the
end of blockb — 1 and finds the correspondiri, bin index
Wy_q 4 € [1,Ms]. At block b, for b = 2,...,B + 1, T}
transmits the channel codewort} (15, _|1).

In the following B+ 1 blocks, the source terminal transmits

In backward decoding for the relay channel [3], while the} (w11 1|1, w1 3),..., 28 (wep 1|wep—1.2,wE-13),

relay decodes each message block right after it is trareittz{ (1|wzp 2, wp3) . The relay Ty transmits z7 (1]wg 3),
the destination waits until all message blocks are tratsthit « (wp | 5|W5 3), . .., 2] (W3p | 5). Having  estimated
and decodes them in the reverse order by removing ttre source blocksg', ..., sg'p at the end of channel block
interference from the decoded messages. In the case of sigle- 1 by backward decoding, the second relBy transmits
information [9], the source samples are grouped into blockg(wi?,), . ,17721(12;2373).
and for each source block a bin index is generated for eachThey continue similarly for a total o + 1 channel blocks
terminal in the network. The number of bins for each terminalf (B + 1)n channel uses each such that no new source block
depends on the quality of its side information. We use the encoded in the last channel block(@ + 1)n channel uses.
multiple relay backward decoding scheme proposed in [7] for Decoding and error probability analysisthe relay7; de-
the channel coding part. Again we present the transmissiondes the source signal by sequentially reconstructingceou
scheme forK = 2 with a decoding order of, 15, T5. blocksgjb at the end of channel blodk Assume thaf; knows
Fix p(xo,z1,22) such that (3) holds. sop—1 at the end of block — 1 with high probability. Hence,



(@1 (b (b= i), 0h (6= G = ), 2B (@b~ —2), Y b= ) € ARy ®)

it can find theT’ bin indexw;_; 2. Using this information and VI. CONCLUSION

its received signalt, the T} channel decoder will attempt to  \e have considered the reliable transmission of a discrete
decodew, 1, i.e., theT; bin index corresponding tef",. This  memoryless source signal over a cooperative multiplegrela
is then given to the source decoder. With thE, bin index network in which the relays and the destination all have sece
and the side informatiosy”,, theT; source decoder estimatesy g gifferent side information signal correlated with toeisce
50+ The estimation error can be made arbitrarily small fafignal. We have developed a multiple-relay extension of the
large enoughn andn satisfyingn = rm since decode-and-forward source-channel relaying scheme. To be
able to use the side information at each terminal for deapdin
we have developed two separate block Markov encoding
chemes; the first scheme does not use source binning and
based on sliding window joint source-channel decoding,
while the second scheme applies explicit source binning and
ses separate source and channel decoders based on backward
ecoding.
Moreover, we have proven the optimality of DF relaying
in the joint source-channel setting for a physically degrhd
relay channel with degraded side information. This can be

Decoding at the destination is also done using backwalfaed to model, for example, a scenario in which the relays

decoding, but the destination waits till the end of chanihetib and the destinat.ion are located with inc.reasin_g diStam f
(B+1)2. It first tries to decode!”,, using the received signal the source terminal, and both the received signal quality an

at channel blockB+1)2 and its dide information?" .. Going the quality of the sensed source signal at the terminalsadegr

backwards from the last channel block, the destinatiomves| with distance.
the usual backward decoding technique and decodes theesourc
blocks backwards with high probability since [1]

(2]

H(So|S1) < r1(Xo; Y1| X1, X2).

The relayTs starts backward decoding after channel bIoc;I
B+1 and reconstructs source block§,, ..., si's at the end
of channel blockB+1. This is same as the backward decodin
used by the destination terminal in the single relay setdp [
and is successful with high probability if

H(Sy|S2) < r1(Xo, X1;Y2|X2).
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