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Abstract—We study stochastic games with a large number of players, where players are coupled via their payoff functions. A standard solution concept for such games is Markov perfect equilibrium (MPE). It is well known that the computation of MPE suffers from the “curse of dimensionality.” Recently an approximate solution concept called “oblivious equilibrium” (OE) was developed by Weintraub et. al, where each player reacts to only the average behavior of other players. In this work, we characterize a set of games in which OE approximates MPE. Specifically, we show that if system dynamics and payoff functions are concave in state and action and have decreasing differences in state and action, then an oblivious equilibrium of such a game approximates MPE. These exogenous conditions on model primitives allow us to characterize a set of games where OE can be used as an approximate solution concept.

Extended Abstract

We study stochastic games with a large number of players. Such games are used to model complex dynamical systems in both engineering [1], [2] and economics [3]. A commonly used equilibrium concept for such games is that of Markov perfect equilibrium (MPE). In MPE, strategies of players depend only on the current state of all players, and not on the past history of the game. In general, finding an MPE is analytically intractable; MPE is typically obtained numerically using dynamic programming algorithms [4]. As a result, the complexity associated with MPE computation increases rapidly with the number of players, the size of the state space, and the size of the action sets [5]. This limits its application to problems with small dimensions. Several techniques have been proposed in the literature to deal with the complexity of large scale systems [6], [7], [8], [9].

Recently, a scheme for approximating MPE for such large scale games was proposed in [10], via a solution concept called oblivious equilibrium (OE). In oblivious equilibrium, a player optimizes given only the long-run average statistics of other players, rather than the entire instantaneous vector of its competitors’ state. OE resolves the computational difficulties associated with MPE: in OE, a player is reacting to far simpler aggregate statistics of the behavior of other players. Further, OE computation is significantly simpler than MPE computation, since each player only needs to solve a one-dimensional dynamic program.

As proved in [10], the oblivious equilibrium approximates Markov perfect equilibrium under a condition called the “light-tail” condition. The light-tail condition measures the impact of any deviation from the average behavior on the payoff of a player. The light-tail condition as defined in [10] is an endogenous condition: the OE must first be computed in order to verify the condition. In this work, we characterize a set of games under which OE approximates MPE.

Our main contributions are as follows:

1) We characterize a set of conditions on primitives of the model which ensure that OE approximates MPE. Specifically, we give conditions on the state dynamics and the payoff function which lead to the light-tail condition.
2) We also partially unify earlier related models, especially [11] and [10], in a single framework. In some respects, we also generalize the model given in both these prior works as well as our previous models in [12].

We consider an m-player stochastic game evolving over discrete time periods with an infinite horizon. The discrete time periods are indexed with \( t \in \mathbb{Z}_+ \), where \( \mathbb{Z}_+ \) is the set of non-negative integers. The state of player \( i \) at time \( t \) is denoted by \( x_{i,t} \in \mathbb{Z}_+ \). We assume that the state evolution for player \( i \) depends only on its current state and the action it takes. Specifically, we assume that the state dynamics are given as:

\[
x_{i,t+1} = h(x_{i,t}, a_{i,t}, w_{i,t}),
\]

where \( a_{i,t} \in \mathbb{Z}_+ \) is the action taken by player \( i \) at time \( t \). Here, \( w_{i,t} \) is the noise process that is assumed to be independent across players and across time. Furthermore, we assume that the noise process \( w_{i,t} \) has finite support for all players \( i \) and all times \( t \).

The single period payoff to player \( i \) at time \( t \) is given as \( \pi(x_{i,t}, a_{i,t}, x_{-i,t}) \). Here \( x_{-i,t} \) is the state of all players except player \( i \) at time \( t \). Note that the payoff to player \( i \) does not depend on the actions taken by other players. Furthermore, we assume that the payoff function is independent of the identity of other players. Let us denote by \( f_{-i,t}^{(m)}(y) \) the fraction of players (excluding player \( i \)) that have their state as \( y \). We can define

\[
f_{-i,t}^{(m)} \triangleq \frac{1}{m-1} \sum_{j \neq i} 1\{x_{j,t} = y\},
\]
where \( I_{\{x_j,t=y\}} \) is the indicator function that the state of player \( j \) at time \( t \) is \( y \). Then, the payoff to player \( i \) depends on the state of other players via the distribution function \( f_{x_{-i,t}}^{(m_1)} \). In a slight abuse of notation we will write the payoff to player \( i \) at time \( t \) as \( \pi(x_{i,t}, a_{i,t}, f_{x_{-i,t}}^{(m_1)}) \). Such payoff functions are common in economics literature [13] and in wireless interference games [14]. From equation (1) and the definition of the payoff function, we note that the players are coupled via their payoff functions only.

We assume that the state update function \( h \) as well as the payoff function \( \pi \) are increasing and concave functions of the state \( x \) and action \( a \). Furthermore, we assume that both state dynamics and payoff function have decreasing differences in state and action. We show that under these assumptions on the model primitives, the optimal oblivious policy is a decreasing function of state. This, along with the assumption that under zero action the system returns to zero state, leads to a stationary distribution which has all its moments finite and hence the light-tail condition holds. Having proved the light-tail, the remainder of the proof follows the developments given in [15]; this require some additional technical assumptions on the model. Thus, under these conditions, the oblivious equilibrium approximates the Markov perfect equilibrium.
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